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Abstract

The research in the fi eld of Digital Humanities (DH) has so far been limited to digitization 
techniques and database organization. However, over the last years, many researchers have 
pointed out the need for an interdisciplinary approach, which goes from chemical and physical 
analyses, to microbiology, to Artifi cial Intelligence. In this paper, we summarize the efforts in 
this direction of our “MAGIC” project, active for 3 years now in the fi eld of DH, in particular for 
the application of AI to DH to manuscripts and books of the period 1300-1600. The present 
short paper will deal with two problems: i) digital restoration of deteriorated pages of books 
and manuscripts, and ii) transcription of books and manuscripts via OCR and HTR techniques, 
and for both, we applied AI techniques to improve the automated process. It has to be 
remembered that only an interdisciplinary approach can give a full overview of these books 
and manuscripts; on the website www.magic.unina.it, we present the full project and the other 
work that is underway.

have also carried out other parallel research, like the analysis 
of paper fragments with infrared spectrophotometry, and the 
DNA analysis of the mold found on the pages. These themes 
will be analyzed in a subsequent paper.

Medieval manuscripts and books—minimizing 
the bleed-through eff ect with AI

Manuscripts and books dated from 1200 to 1600 are 
the main goal of our research. With ages ranging from 8 to 
5 centuries, they all suffer from an unavoidable physical 
deterioration, and most of them are not accessible to readers, 
because of the fear of further deterioration. Many projects 
are underway to digitize these volumes, but our work has, in 
addition to digitization, tried the digital restoration of the book 
images (scanned pages at 400 dpi), to improve readability for 
all readers, especially in high schools and universities. One 
approach we worked on is the minimization of the problems 
due to the ink used [5-9].

Medieval manuscripts suffer from the so-called bleed-
through effect: ink on the paper, very acidic at that time, has 
passed through the paper and is visible on the other side of the 
sheet, thus often making it difϐicult to read the content. This is 
particularly true for images (miniatures) in two or three colors, 
which were put at the beginning of chapters (“capolettera” or 
“drop cap”). What our research group has done during the last 

Introduction
Artiϐicial Intelligence (AI) has also entered the world of 

Digital Humanities [1], particularly with machine learning 
and natural language processing. AI has forced researchers to 
change their approach to data analysis and data organization. 
Many projects around the world deal with DH nowadays, and 
many of them have started applying AI techniques [2].

The MAGIC project [3,4], being carried out in Napoli, Italy, is 
devoted to manuscripts and early printed books (from the year 
1300 up to the year 1600), and since the beginning, it has been 
based on a multidisciplinary approach. Most of the material 
is suffering from aging problems, and many books have not 
been properly maintained over the centuries. It is important 
to understand which are the causes of such degradation to 
take the proper countermeasures: we are working with an 
FT-IR spectrophotometer to analyze paper contaminants, as 
an example. But it is also important to understand how to 
restore the original form and appearance of the books, at least 
in the digital world. Our group is coping with several aspects 
of the Digital Humanities, and in two areas we think to have 
introduced a signiϐicant contribution to the introduction of 
AI in the ϐield, namely the minimization of the bleed-through 
effect and in the OCR and HTR for transcribing ancient 
documents. This short paper will summarize both. It has to be 
remembered that only an interdisciplinary approach can give 
a full overview of these books and manuscripts; we therefore 
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couple of years is to develop a code, based on AI techniques, 
to minimize the bleed-through effect. In a recent paper [10], 
we have described the mathematics the code is based and 
the neural network algorithm. The importance of bleed-
through removal lies in the possibility for students and young 
researchers to understand the text directly from the images, to 
compare different sources, and to look at the evolution of the 
books in their details. Depending on the difference between 
bleed-through-affected pixels and text-only pixels, one can 
choose between two methods: a “light removal” method and a 
“strong removal” method. Figure 1 shows the original (a, left) 
and corrected (b, right) image.

The code runs on NVIDIA GPU boards (we used both L40S 
and RTX5090 on PCs with i9 processors and 128 GB RAM) 
and takes from 5 to 10 seconds per page, as compared to 70 
seconds without a GPU. The advantage of the method is that it 
is a “blind” method; that is, it can be run in an unattended way, 
without user interaction, and a page at a time: other methods 
require simultaneous analysis of the recto and verso of the 
sheet, with de visu alignment. If you want to minimize the 
bleed-through effect on a single manuscript, you have from 
400 to 500 pages, and manual activities have to be avoided. In 
our case, we have about 200 manuscripts of Dante Alighieri’s 
Divine Comedy. 

We have now just started a study to determine a metric to 
be adopted, able to compare the results of various methods in 
a scientiϐic way, thus allowing the user to adopt their criteria 
for bleed-through minimization. The work is not complete yet, 
but basically, we use a two-parameter model, thus creating 
a virtual Magic Quadrant. According to the user’s needs, one 
can choose to remain in the lower right corner and accept 
that images in the book are not well restored to their original 
form, and this may be the case for a philology researcher. But 
another user may choose to study in detail the images rather 
than the text, which could be well known (we have access 
to digitized images of about 200 different copies of Dante 
Alighieri’s Divine Comedy, whose text is now well known), 
and in this case, he will remain in the upper left corner of the 
quadrant. The work is underway and will be the base for an 
article shortly (Figure 2).

An example of pages with a strong bleed-through and 
ϐigures (“illuminations”) is given below (a: Madrid, Biblioteca 
Nacional de España, VITR/23/3 -  Copyright of the image: 
Department of Humanities, University Federico II; b) 
Commentarij a Philippo Beroaldo conditi in asinum aureum 
Lucij Apuleij, Accademia Pontaniana, Napoli, - Copyright of the 
image: Department of Physics, University Federico II) (Figure 
3).

Optical Character Recognition (OCR) and 
Handwritten Text Recognition (HTR) in 
ancient books with AI

In several studies, it is necessary to make a transcription 
of an entire ancient book into textual ϐiles, e.g., in Word. 

With printed books, the job is difϐicult but not impossible: 
early printed books like “incunabula” (years 1453-1500) 
use antique typeface characters, which may be irregular, and 
have complex layouts; in addition, the paper they are printed 
on suffers from the same bleed-through effect as coeval 
manuscripts. There exist computer applications, like the AI-
based Transkribus tool [11], which can be of valuable help 
in this ϐield. However, the result is not perfect, as the high 
Character Error Rate (CER) (misunderstood words) leads to a 
careful visual inspection of each transcribed page for manual 
corrections. In our approach to ancient books, we had the 
request to make the text of some books “searchable”. Of course, 
just using Acrobat-like tools on the images is not enough- the 
results are much, much worse than what can be obtained on 
modern book images, for the above-mentioned reasons. What 
you need is therefore a “transcription” of the book. We devoted 
our efforts to two different problems: transcribing a printed 
book and transcribing a handwritten book, and in both cases, 
AI is of valuable help.

In a recent paper [12], we presented a modular pipeline 
that addresses these problems by combining modern layout 
analysis and language modeling techniques. Experimental 
results on a couple of 15th-century incunabula show a reduction 
in the CER from around 38% to around 15% with respect to 
other methods and an increase in the BLEU metric score from 

Figure 1: Bleed-through minimization: The original (a, left) and corrected 
(b, right) image.
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Figure 2: The Magic Quadrant of Image Optimal Restoration.
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22 to 44, conϐirming the effectiveness of our approach. This 
work demonstrates the potential of integrating transformer-
based correction with layout-aware segmentation to enhance 
OCR accuracy in digital humanities applications. 

To be more technical, the pipeline begins with the “Kraken” 
tool [13], a neural network-based tool tailored for early 
typographic structures. The ϐirst step of OCR is performed with 
Kraken’s recognition engine, but we apply a post-correction 
using a ϐine-tuned “ByT5” transformer model [14] trained on 
manually aligned line-level data. By learning to map noisy OCR 
outputs to veriϐied transcriptions, the model substantially 
improves recognition quality. The pipeline may start with 
a preprocessing step based on our previous work on bleed-
through removal using robust statistical ϐilters, including 
non-local means, Gaussian mixtures, biweight estimation, and 
Gaussian blur. This step enhances the legibility of degraded 
pages before OCR. The usage of AI lies in the learning phase 
based on a veriϐied transcription of part of the text. The 
diagram below shows the pipeline steps in detail [12] (Figure 
4). 

But HTR on manuscripts is certainly more difϐicult than 
OCR. Transkribus allows one to develop a model and to 
train the model with visually recognized text: in general, one 
needs to transcribe the ϐirst 10% of the entire manuscript 
and then train the model on these pages iteratively. Only 
afterwards, Transkribus may be applied automatically to the 
entire manuscript, but it always requires a visual inspection 
and correction. The main problem is that in each manuscript, 
there are often at least 3-4 persons who wrote the book, and 
the training process requires restarting once the operator 

recognizes that the scribe has changed. We worked, therefore, 
on a manuscript (named Platea 3558) coming from the State 
Archive in Caserta, Italy, a 550-page manuscript very large in 
size (about 40x70 cm) dated 1826 that has a lot of tables and 
is full of historical information about the Borboni’s kingdom in 
Naples [in the Figure 5: a) cover page; b) dedication; c) index].

Why do we need a transcription? Because we need a 
searchable document, not an image, and many of these 
documents in the State Archive in Caserta, within the famous 
historical monument “Reggia di Caserta,” contain legal 
information about properties, devices, and similar things, 
which need to be accessed as they are still valid acts.

Figure 3: Digitized images of a page of Dante Alighieri’s Divine Comedy (end 14th century), and of an Incunabulum (end 15th century), both used in 
our study.

Figure 4: The pipeline steps in detail for OCR [12]. 
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We are continuing the MAGIC project with several other 
activities, hoping to make a contribution to modern digital 
humanities studies.
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